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Abstract. While Retrieval-Augmented Generation (RAG) pipelines of-
ten demonstrate strong performance in general settings, they often strug-
gle with legal texts, where interpreting the structure and relationships
between laws is crucial. To address this, we introduce SBV-LawGraph
— a dual-retrieval framework designed specifically for Vietnamese legal
documents. It combines semantic retrieval with graph-based reasoning by
integrating two modules: a Legal Retrieval module that uses sparse—dense
reranking for textual accuracy, and a Relationship Retrieval module that
traverses a curated Legal Knowledge Graph to capture links like amend-
ments, citations, and definitions. This design enables SBV-LawGraph
to generate responses that are not only relevant but also structurally
grounded, addressing the limitations of standard RAG systems. Evalu-
ations on the ALQAC2025 and SBV Legal Questions datasets show it
consistently outperforms strong baselines, highlighting its effectiveness
for precise and explainable legal QA.

Keywords: Retrieval-Augmented Generation, Knowledge Graph, Nat-
ural Language Processing, Question-Answering Systems.

1 Introduction

Large Language Models (LLMs) have powerful generative capabilities but often
make factual errors in specialized domains due to limited external knowledge
access [2TJI8]. Retrieval-Augmented Generation (RAG) addresses this by us-
ing vector retrieval to retrieve relevant information before answering [25JT4].
However, traditional RAG methods, with basic chunking and retrieval, often
lack precision and miss document relationships [23/30]. Newer methods such as
AdvancedRAG [26123/16] and GraphRAG [44/40JT4] were proposed to improve
performance — AdvancedRAG uses semantic chunking, hybrid search and re-
ranking, while GraphRAG builds knowledge graphs to capture deeper context
and connections in the documents.
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However, neither AdvancedRAG nor GraphRAG alone is sufficiently robust
to handle Vietnamese legal documents, which are known to be inherently struc-
tured and densely interlinked [36I35]. While AdvancedRAG excels at retrieval, it
lacks reasoning capability over complex legal references. Conversely, GraphRAG
captures relational structures, but often fails to account for critical legal seman-
tics. To overcome these challenges, we propose SBV-LawGraph, a RAG-based
framework that unifies the strengths of both AdvancedRAG and GraphRAG,
to handle Vietnamese legal documents. Our framework employs a dual-retrieval
mechanism composed of two concurrent components:

1. Legal Retrieval Mechanism (SBV-LR). This module uses techniques
such as semantic chunking, hybrid search, and re-ranking to improve seman-
tic clarity. Semantic chunking segments legal texts by meaning, hybrid search
integrates dense and sparse retrieval (e.g., BM25 [48]) to balance recall and
precision, and re-ranking refines top results using contextual relevance. These
steps help to ensure that the information found is both relevant to the topic
and appropriate from a legal point of view.

2. Relationship Retrieval Mechanism (SBV-RR). This module models
the dependencies among legal articles using a purpose-built Legal Knowl-
edge Graph (LKG). The LKG was constructed using zero-shot and few-shot
prompting with reasoning LLMs. This approach helps to uncover key rela-
tionships between legal provisions, such as how certain articles amend current
law, introduce new regulations, repeal outdated statutes, or refer to legal in-
terpretation. By traversing this graph, SBV-RR can retrieve related articles
that provide a deeper and more meaningful legal context.

Finally, our framework combines the retrieved semantic and structural infor-
mation to create a comprehensive and context-aware prompt for the LLMs.
Our main contributions are as follows.

1. We introduce SBV-LawGraph, a unified dual-retrieval RAG framework that
integrates semantic and relational reasoning to enhance legal question an-
swering in the Vietnamese domain.

2. We build an LKG for the State Bank of Vietnam’s legal texts using zero-
and few-shot prompting with LLMs. The LKG captures the structure and
links between provisions, showing how they amend, repeal, or clarify laws.

3. We evaluated SBV-LawGraph on two Vietnamese legal benchmarks: Al-
LegalQA 2025 and an internal SBV dataset. The results demonstrate that
SBV-LawGraph outperforms existing RAG-based and state-of-the-art LLMs
baselines in both retrieval precision and contextual accuracy.

The remainder of this paper is structured as follows. Section [2]reviews related
work on RAG pipelines and legal LLMs. Section [3] formulates the problem while
Section [] details the proposed SBV-LawGraph framework. Section [5] presents
the experimental setup and Section [f] reports and discusses the results. Finally,
Section [7] concludes the paper and outlines future research directions.
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2 Related Work

This section reviews two key research directions that lay the foundation for our
framework: RAG pipelines — from basic to advanced, and LLM-based legal Al.

2.1 Retrieval-Augmented Generation Pipelines

RAG combines retrieval and generation to ground responses in evidence [25],
improving accuracy in QA, dialogue, and fact-checking [20]. But early RAG
models use static retrievers and basic chunking, leading to incomplete or re-
dundant results [56]. These shortcomings highlight the need for more adaptive
and semantically aware retrieval-generation integration. Recent advances such
as agentic and multimodal RAG architectures address this gap by enabling more
dynamic, context-aware reasoning [49J17I19].

To address these limitations, recent work has split into two paths: Advance-
dRAG for better semantic matching, and GraphRAG for structured, graph-based
reasoning. AdvancedRAG boosts semantic accuracy with co-training, adaptive
retrievers, and re-ranking [22J28/T0]. GraphRAG builds document graphs to
model entities and links, enabling structured reasoning [6/I5]37]. While Advance-
dRAG improves lexical and contextual matching, GraphRAG excels in modeling
hierarchical and referential dependencies. These findings suggest that the com-
bination of semantic and structural reasoning is essential for complex domains
such as legal text.

2.2 LLM-based Legal AI Systems

Recent legal AI focuses on adapting LLMs through domain-specific pretrain-
ing [IT/32] and task fine-tuning [7]. Methods range from LegalBERT-style en-
coders [8] to instruction-tuned LLMs [5339], targeting tasks like legal QA, clas-
sification, and case prediction [2/57].

Dense retrieval uses neural embeddings to match queries and documents by
semantics [23/12]. It has been effective for case law and statute retrieval [4U13],
but struggles with structured legal reasoning, such as linking provisions or track-
ing amendments [29/274T].

Domain-adapted models like PhoBERT [32J36] and benchmarks such as the
Zalo AI Challenge [55] and ALQAC [3] have advanced Vietnamese legal NLP.
Yet, text-only approaches still face challenges with word segmentation, diacritics,
and regional variation [46], which degrade embedding quality. SBV-LawGraph
bridges this gap by combining a legal knowledge graph with a semantic retriever
tailored to Vietnamese law, enabling stronger evidence aggregation. To the best
of our knowledge, it is the first to integrate linguistic adaptation and graph-based
retrieval for statutory reasoning.

3 Framework Formulation for Legal QA

Our approach frames the Legal QA task as a sequence of two interdependent
sub-tasks: retrieval and generation [BI50/24I58]. Let T denote the space of all tex-
tual representations, e.g. user queries and legal documents expressed in natural
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language form. Given a natural language query q € T, a legal corpus C C T, and
an LKG Grxg = (V,E)—where V represents legal entities (e.g., laws, articles,
or clauses) and £ captures their interconnections (such as amendments, repeals,
or interpretive links)—the system begins by identifying relevant documents.

First, a hybrid sparse-dense retrieval function Rp retrieves a ranked list of
the top-k candidate documents with their corresponding relevance scores:

Dy =Rp(q,C) = {(d1,51), -, (dx, 5)}.

Next, this set is filtered using a relevance threshold 7 to form the final doc-
ument context D,. This logic ensures that only documents with a sufliciently
high relevance score (s; > 7) are retained for the generation step:

Dg ={di | (di,si) € Eq As; > T}

Once this high-relevance document set D, is established, the system’s sub-
sequent actions are conditional. If no relevant documents are found (D, = 0),
the system bypasses context enrichment and generation, returning a predefined
fallback response aganback- Otherwise (if D, # ), the system proceeds to enrich
the context by extracting a task-specific subgraph:

Gy = Rikc(Dg, GLka),

where Rpkg identifies entities and relationships in G kg that are semantically
or legally linked to the retrieved documents in D,.

Finally, the generation module synthesizes the query, textual evidence, and
relational context. The complete answer generation a, is formally defined as:

_ ) Gfaliback if D=0
! gf(QaDQan) if Dq 7&@

where Gy is a generation function that combines both retrieved content and
graph-based legal context to ensure the answer is accurate, well-supported, and
sensitive to legal nuance.

4 The SBV-LawGraph Framework

We present SBV-LawGraph, a two-stage system that integrates semantic retrieval
with legal knowledge graph reasoning to generate verifiable answers. This section
covers the system architecture (Section|4.1]), data indexing (Section, and the
retrieval-to-generation pipeline (Section [4.3)).

4.1 System Overview

The SBV-LawGraph framework operates on a dual-retrieval architecture — tex-
tual contents and graph-based relationships — as illustrated in Figure
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Fig.1: SBV-LawGraph’s two phases: (i) offline indexing builds an LKG from
legal texts, and (ii) online retrieval-generation combines vector and graph-based

evidence to generate

citation-backed answers.

Indexing Phase. The procedure starts with offline indexing, which involves
crawling, cleaning, and dividing the legal corpus into individual article units.
We utilize two parallel pipelines to prepare the data:

1.

Vector Database: Dense and sparse embeddings are generated for each

segment, capturing both lexical and semantic features for retrieval.

Legal Knowledge Graph (LKG): Relationship extraction using LLMs

identifies legal entities and their connections to build a knowledge graph.

Retrieval Phase. When a query is issued, a dual-retrieval mechanism collects

complementary evidence:

1. SBV-Legal Retrieval (SBV-LR): Textual content is retrieved through a
hybrid sparse-dense search, refined through reranking.

2. SBV-Relationship Retrieval (SBV-RR): The LKG is queried to surface
related legal entities and their immediate relationships.

Retrieved text and graph-based context are combined into a unified prompt to
produce responses that are based on credible sources.
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Algorithm 1 SBV-LawGraph: Offline Indexing

Input: SBV raw corpus Diaw
Output: Vector DB V, Legal Knowledge Graph Grkc

1: D <~ CRAWLANDCLEAN(D;aw)

2: A < SEGMENTBYARTICLE(D) > Rule-based keyword splitting
3: for all a € A do

4: Usparse (@) <— BM25(a)

5: Udense (@) <— EMBED(a; paraphrase-vietnamese-law)

6: UPSERTTOVECTORDB(V, a, Usparse (@), Vdense (@))

7: for all d € D do

8: E(d), R(d) + LLMEXTRACTENTITIESRELS(d; gpt-oss-120b)
9: for all e € E(d) do

10: ADDNODE(GLkc, MAKENODEID (e))

11: for all r = (e; & e;) € R(d) do

12: if p € {AMEND, REPEAL, REPLACE, GUIDE} then

13: ADDEDGE(GLkG, €4, p, €5)

14: return (V, GLka)
4.2 Indexing Phase

Offline indexing turns raw legal texts into a structured, multi-modal knowledge
base (Algorithm. Two core components are constructed in this step: a vector-
based retriever and an LKG. We collect legal documents from the official SBV
repository and segment them into article-level units using a rule-based keyword
strategy. From there, the data are processed along two parallel paths:

1.

Vector Embedding Generation. Each text chunk is processed through
a hybrid embedding model that generates both sparse and dense vectors.
Sparse representations are generated with the BM25 algorithm [48], while
dense embeddings are obtained from the paraphrase-vietnamese-law Sen-
tence Transformer [42], fine-tuned from paraphrase-multilingual-mpnet
-base-v2 [47] on Vietnamese legal QA datasets (VILQA, ALQAC2024).
The model maps text into a 768-dimensional space to represent its lexi-
cal and semantic features. These embeddings are stored in Qdrant vector
database [45].

. Knowledge Graph Construction. We use the gpt-oss-120b model [3§]

with few-shot prompting to extract key legal entities and their relationships.
Our framework utilizes four common relationship types that are prevalent in
legal documents: “Amend, Supplement”, “Repeal”, “Replace”’, and “Guidance,
Regulation”. The extracted entities become nodes, and their links form edges
in the LKG. The graph structure is stored in Neo4j, a native graph database
management system [52].

The two components — vector-based retrieval and structured legal graph —

form the SBV-Legal Knowledge Base for context-aware legal question answering.
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Algorithm 2 SBV-LawGraph: Online Retrieval and Generation

Input: Query g, Vector DB V, LKG Grkc, thresholds (k, 7)
Output: Answer aq
SBV-LR (Hybrid Retrieval + Reranking)
Udense < EMBED(q; paraphrase-vietnamese-law)
Csparse < SEARCHBM25(V, q)
Cdense < SEARCHDENSE(V, Udense)
é — UNION(Csparsc, Cdense)
¢ « RRF(C)
€+ RERANK(@; ViRanker, bge-reranker-v2-m3)
Dy + {d € C top-k A Scorg(d) > 7}
if Dy =0 then

return Unknown Answer > Controlled fallback
SBV-RR (Graph Expansion, 1-Hop)
10: &; < DETECTENTITIES(q) > Lightweight NER over query
11: €p + MAPDOCSTOENTITIES(Dy)
12: $«+ & UEp > Anchor set
13: Gg+ 0
14: for all e € S do
15: Nin(e) + {z | (z & €) € GLka, p € {AMEND, REPEAL, REPLACE, GUIDE}}
16: Nouws(e) < {y| (e & y) € Grxa, p € {AMEND, REPEAL, REPLACE, GUIDE}}
17: Gq < G4 UINDUCEDSUBGRAPH({e} U Niy(e) U Nout(€)) > 1-hop

Fusion and Generation
18: IT + FusePromPT(q, Dq, G4) > Unified, citation-ready prompt
19: aq + Gy(II) > LLM generation constrained by evidence
20: if -“HAsCITATIONS(aq) or EVIDENCEMISMATCH(aq, Dg, G4) then
21: return Unknown Answer > Refuse unsupported claims
22: else
23: return a, > Citation-grounded answer

4.3 Retrieval and Generation Phase

After constructing the SBV-Legal Knowledge Base, the system proceeds to the
Retrieval and Generation Phase to handle user queries (Algorithm. This phase
focuses on finding the most relevant legal information — both from the document
index and the LKG — to generate reliable and well-supported answers. It is driven
by three main components: SBV-LR, SBV-RR, and the Fusion and Generation
module, which brings everything together into a coherent response.

SBV-LR. This component is responsible for finding the most relevant text in
the legal corpus based on a user’s query. It uses a hybrid search approach that
combines sparse (keyword-based) and dense (semantic) retrieval. We follow the
top-performing method from ALQAC 2024 [42] by embedding the user query the
paraphrase-vietnamese-law model. The resulting vector is then compared
against precomputed embeddings in Qdrant [45], enabling retrieval based on
both exact terms and deeper semantic similarity.
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We introduce a dynamic reranking stage to improve retrieval accuracy. We
reorder the candidate documents using Reciprocal Rank Fusion (RRF), the Vi-
Ranker cross-encoder [43], and the multilingual bge-reranker-v2-m3 model [9].
These rerankers collectively enhance result quality by optimizing both semantic
relevance and contextual alignment. The final output is a ranked list of the top-k
most relevant documents D, = {d;}¥_; C C for the input query gq.

SBV-RR. Although SBV-LR captures which legal documents are related to a
query, it does not account for the formal relationships between those documents.
The SBV-RR component fills this gap by using the LKG to introduce a struc-
tured legal context. It uses a lightweight NER model [54] to detect legal entities
mentioned in the query, such as Circular23/2025/TT-NHNN. These entities
serve as reference points for making queries in the Neo4j graph database [52].

The LKG defines two types of directional relationships: incoming links (e.g.
laws or decisions that amend the target document) and outgoing links (e.g.
documents issued under the authority of a given law). To keep results focused
and relevant, we limit the graph traversal to one hop in either direction, ensuring
that only the most direct and meaningful connections are retrieved, such as
amendments, repeals, or enabling regulations.

The final output is a subgraph G, C Grkg that captures the most relevant
legal relationships related to the query. This relational view complements the
semantic retrieval from SBV-LR, giving the LLM a more complete legal picture
to generate accurate and well-grounded responses.

Fusion and Generation. The retrieved text segments — D, from SBV-
LR — and the relational context — G; from SBV-RR — are combined with the
original user query ¢ to form a unified prompt for the LLM. This fusion gives
the model access to both the content of the law and the connections between
legal documents — essential for accurate legal reasoning. The generation function
G#(q, Dq, G4) produces the final answer a4, guided by two key principles:

1. Citation-grounded output: Each part of the answer must be directly
supported by retrieved evidence. Clear citations to source documents or legal
relationships are included to ensure transparency and verifiability.

2. Controlled fallback: If there is not enough evidence (i.e., little or no D,
or Gy), the system avoids making unsupported claims. Instead, it returns an
“Unknown Answer”, often with a suggestion on how to refine the query.

By combining both semantic content and legal structure — and refusing to
generate unsupported claims — this stage ensures that the generated answers are
not only accurate but also trustworthy and explainable.

5 Experimental Setup

This section covers our data, setup, and baselines. We start with Vietnam’s bank-
ing legal corpus and datasets (Section [5.1]), then explain our implementation and
models (Section [5.2), and finally describe the evaluation metrics (Section [5.3]).
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Table 1: Composition and validity of SBV legal documents.

Type Effective Repealed Partial-Repealed Yet-Effective Total
Law 2 6 4 0 12
Ordinance 2 3 0 0 5
Resolution 1 0 0 0 1
Decree 31 36 16 1 84
Decision 276 485 16 0 77
Circular 291 309 154 9 763
Joint Circular 36 24 1 0 61
Total 639 863 191 10 1703

Table 2: Statistics of the ALQAC2025 and SBV Legal datasets.

Dataset Category Quantity
Number of documents 15
Number of question—answer pairs 729

ALQAC2025 Corpus Questions with one relevant document 718
Questions with multiple relevant documents 11
Number of documents 840
Number of qumestion—answer pairs 100

SBV Legal Corpus Questions with one relevant document 89
Questions with multiple relevant documents 11

5.1 SBYV Legal Corpus and Evaluation Datasets

We use the Legal Corpus of the State Bank of Vietnam (SBV) consisting of 1,703
regulatory documents sourced from the Vietnamese Database of Legal Docu-
ments . These include Laws, Ordinances, Decrees, Decisions, and Circulars, with
Decisions and Circulars making up the majority of Vietnam’s banking regula-
tions. As shown in Table[T] the corpus reflects a fast-changing legal environment:
863 documents have been fully repealed and 191 partially repealed.

We built an LKG to capture document dependencies, mapping relationships
such as amendments or repeals. For example, Circular 23/2025/TT-NHNN up-
dates Circular 30/2019/TT-NHNN on compulsory reserves. This helps trace the
evolution of legal norms and ensures responses reflect current laws.

For evaluation, we used two datasets (Table . A subset of ALQAC2025
Dataset [3] includes 729 QA pairs from 15 documents and measures retrieval
performance. The SBV Legal Dataset contains 840 currently effective or partially
effective documents, segmented into 9,661 articles and indexed in the LKG, which
holds 6,019 relationships among 5,221 nodes. We also collected 100 real-world QA
pairs from the Legal Library portal, manually linking each to relevant documents
and articles.

5.2 Implementation and Baselines

Implementation Setup. SBV-LawGraph combines sparse and dense retrieval with
structured graph reasoning. Dense embeddings are generated using the minhqu
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an6203/paraphrase-vietnamese-law-embedding model, while sparse retrieval
is handled by BM25. Retrieved results are fused and re-ranked using the cross-
encoder BAAI/bge-reranker-v2-m3 to improve semantic relevance.

The 840 documents from the SBV Legal Corpus are segmented, embedded,
and stored in a Qdrant vector database. An LKG is constructed in Neo4j, with
relationships extracted using the gpt-oss-120b model and queried using Cipher.
This model also supports the answer generation component through OpenAT’s
API. All components are implemented in Python using the Haystack framework.
We set top-k = 5 and a cosine similarity threshold of 0.9, which yielded the best
balance between recall and precision in our experiments.

Baselines. We benchmarked SBV-LawGraph against four systems. BM25 serves
as a keyword-based lexical retrieval baseline. NaiveRAG uses dense embed-
dings from paraphrase-vietnamese-law to compute cosine similarity between
queries and documents, without re-ranking. AdvancedRAG combines BM25
with dense retrieval via a weighted score (75% BM25, 25% semantic). GPT-5
and Gemini 2.5 Pro are evaluated in zero-shot mode through official APIs to
reflect the capabilities of state-of-the-art LLMs with web-enabled retrieval.

5.3 Evaluation Metrics

We evaluate using standard information retrieval metrics ~Recall@k, Preci-
sion@k, Mean Reciprocal Rank (MRR@k), and F2@Qk [33/1/59/34] — along
with a task-specific measure Correctness [31J51], tailored for legal QA.

Retrieval Metrics. Given a query set @), let R; be the set of relevant documents
for query ¢, and Rf the top-k retrieved results. We use the standard recall and
precision metrics:

Recall@k = |R* N R;|/|Ry), Precision@k = |RF N R;|/k
To capture how early a correct result appears, we use:
1 lQl 1
MRR@Qk = — —
Q| ; rank;

Here, rank; is the position of the first relevant result for query i. To balance
precision and recall while emphasizing completeness, we report the F2-Score:

Precision@k x Recall@k
4 x Precision@k + Recall@k
Answer Correctness. We present a Correctness score that indicates if an answer

is both semantically correct and legally grounded. Let a; be the generated answer
and g; the gold (reference) answer for question g;:

F2@k =5 x

N
1
Correctness = N ; Correct(a;, g;)
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Table 3: Results on the ALQAC2025 dataset and SBV Legal Questions.

Dataset Model R@1 R@2 R@5 R@10 R@20 MRR@2 P@2 F2@2
ALQAC BM25 0.57 0.65 0.70 0.74 0.75 0.61 0.33 0.54
Dataset Naive RAG 0.36 0.44 0.53 0.58 0.65 0.40 0.22 0.37
Questions Advanced RAG 0.57 0.65 0.71 0.74 0.76 0.61 0.33 0.54
SBV-LawGraph 0.69 0.73 0.76 0.77 0.78 0.71 0.37 0.61
SBV BM25 0.38 0.51 0.62 0.65 0.70 0.47 0.28 0.43
Legal Naive RAG 0.32 0.39 0.53 0.61 0.68 0.38 0.21 0.33
Q es%ions Advanced RAG 0.40 0.52 0.62 0.67 0.70 0.49 0.28 0.44
b SBV-LawGraph 0.49 0.62 0.74 0.76 0.78 0.73 0.39 0.60
10 = 10
—o— Recalla20 = —o— Recall
—&— Precision@20 ‘55 —8— Precision
s |~ F2o00 =l s —¥— F2 Seore
= Best k
Min Recall = 0.70
L L 001
& 04 - 0.4
"0 oL oz w3 o4 05 o8 o7 08 09 10 R 5 10 20
Threshold Top k (Threshold = 0.9)
(a) Effect of Threshold to Retrieval Metrics (b) Dependence of Top-k Under

Fixed Threshold on Retrieval Metrics

Fig. 2: Evaluation of Retrieval Performance Across Thresholds and Top-k Values.

To ensure rigor beyond a coarse binary definition, each answer was indepen-
dently evaluated by two annotators with experience in Vietnamese legal NLP
and the fintech domain. Here, An answer was marked correct Correct(a;, g;) =1
only if it met all of the following conditions: (i) Semantic equivalence — the
response preserves the core legal meaning without contradictions; (ii) Citation
presence — the response includes at least one relevant legal article, clause, or
statute; (iil) Citation validity — cited references match actual corpus provisions
and are relevant to the question. Otherwise Correct(a;, g;) = 0.

6 Results and Discussion

As shown in Table [3] SBV-LawGraph achieves state-of-the-art performance
across all metrics and datasets, clearly outperforming both sparse and dense
retrieval baselines. On the ALQAC2025 benchmark, it delivers the highest recall
at all cutoffs (R@Q1-R@20), with gains of up to +12% over BM25 and +8% over
AdvancedRAG. It also records an MRR@2 of 0.71, indicating strong ranking
precision, and an F2@2 of 0.61, reflecting a balanced trade-off between recall
and precision. Similar results are seen on the SBV Legal Questions dataset,
where recall@10 rises from 0.67 (AdvancedRAG) to 0.76, and P@Q2 improves by
39%, demonstrating the model’s robustness across domains.
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Fig.3: Comparative performance of ChatGPT-5, Gemini-1.5-Pro, and SBV-
LawGraph across various answer types on the SBV Legal Questions dataset.

In our opinion, these results are driven by SBV-LawGraph’s hybrid design,
which combines BM25-based sparse retrieval, dense semantic embeddings, a
reranking model, and graph-based legal reasoning that captures inter-article
dependencies and hierarchical relationships between statutes. This integration
helps the system retrieve both direct legal references and contextually linked
provisions, improving factual grounding and interpretability.

Hyperparameter tuning confirms the effectiveness of this setup. As seen in
Fig. a), the optimal cosine similarity threshold is 0.9, maximizing precision
and F2 while preserving coverage. With this threshold fixed, top-k values from
1 to 20 were tested (Fig. [2(b)), and k = 5 provided the best balance between
retrieval accuracy and efficiency, minimizing unnecessary token overhead.

In the generative evaluation (Fig. , SBV-LawGraph consistently outper-
forms GPT-5 and Gemini-2.5-Pro across correctness, citation inclusion, and legal
consistency. Thanks to its graph reasoning layer, the model can identify statu-
tory dependencies — like definitions, amendments, and exceptions — enabling it to
generate answers that are not only accurate but legally coherent. When evidence
is lacking, it falls back to a neutral response to avoid unsupported claims.

7 Conclusion and Future Work

We introduced SBV-LawGraph, a unified framework that combines sparse and
dense retrieval with knowledge graph reasoning to improve legal question answer-
ing. By capturing both lexical and semantic signals and grounding responses
in structured legal relationships, SBV-LawGraph delivers accurate, citation-
supported answers. Experiments on ALQAC2025 and SBV Legal datasets show
consistent improvements over strong baselines across all metrics.

Future work will focus on improving the adaptability, reliability, and legal
transparency of SBV-LawGraph: (i) expanding and documenting benchmark
datasets with clearer selection criteria, reasoning distribution, and larger scale to
reduce bias; (ii) refining evaluation protocols through detailed annotator guide-
lines, agreement analysis, and controlled baseline tuning, alongside ablation stud-
ies isolating SBV-LR and SBV-RR contributions; (iii) assessing knowledge graph
quality via manual relation auditing and precision-recall reporting; and (iv) con-
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ducting user-centered studies with domain practitioners to evaluate real-world
usefulness and trust.
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